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Abstract

This paper studies the fairness with which competing
flows share the channel in ad hoc networks using collision
avoidance protocols. It is shown that the required multi-
hop coordination makes the backoff-based distributed fair
queueing schemes less effective. Using extensive simula-
tions of two competing flows with different underlying net-
work configurations, it is shown that the commonly used
flow contention graph is insufficient to model the contention
among nodes and that various degrees of unfairness can
take place. The fairness problem is more severe in TCP-
based flows due to the required acknowledgment traffic, and
TCP throughput is also negatively affected. A measurement-
based fair scheme is analyzed in which nodes estimate their
fair share of the channel from overheard traffic and adjust
their backoff window accordingly (voluntarily); it is shown
that such a scheme achieves much better fairness but sacri-
fices too much throughput. These results indicate that more
explicit information exchange among contending nodes is
mandatory to solve the fairness problem conclusively while
maintaining reasonable throughput.

1 Introduction

Multi-hop ad hoc networks have received increasing in-
terest in recent years, because they may be used in a large
varieties of applications without the aid of any pre-existing
infrastructure. Due to the scarcity of available wireless
bandwidth, the design of efficient and effective medium ac-
cess control (MAC) protocols that regulate nodes’ access
to a shared channel is of paramount importance. To miti-
gate the detrimental effects of hidden terminals [10], vari-
ous MAC protocols have been proposed to avoid collisions

∗This work was supported in part by the Defense Advanced Research
Projects Agency (DARPA) under Grant No. DAAD19-01-C-0026 and by
the US Air Force/OSR under Grant No. F49620-00-1-0330.

and hence to enhance throughput. The most popular col-
lision avoidance scheme to date includes a four-way hand-
shake, i.e., RTS-CTS-data-Ack exchange between a pair of
sending and receiving nodes. When collisions do occur,
nodes have to back off random amounts of time and then
attempt their channel access again. Due to its stability and
long-term fairness, the binary exponential backoff (BEB) is
favored in most MAC protocols and notably is adopted in
the IEEE 802.11 MAC protocol [4], which is intended for
wireless LANs and has been used extensively as the under-
lying MAC protocol in many routing protocols proposed for
ad hoc networks. The BEB scheme is very effective in col-
lision resolution when nodes face the same or similar level
of contention. This is because when collisions occur, nodes
double their contention window1 and back off accordingly
which reduces the contention significantly.

However, there are short-term and medium-term fairness
problems associated with this scheme, because a node re-
sets its contention window to the minimum size when it
succeeds in sending a data packet. Accordingly, the node
that last succeeds is much more aggressive by comparison
in its next access to the channel and may monopolize the
channel for a long time while other nodes suffer starvation.
In fact, this problem in multi-hop networks was first ad-
dressed by Bharghavan et al. [2]. Some schemes have been
proposed to alleviate the fairness problem. These schemes
can be roughly divided into two categories. In the first cat-
egory the goal is to achieve max-min fairness [1, 3, 9]. To
be specific, these schemes try to reduce the ratio between
maximum throughput and minimum throughput of flows,
at either node’s level or link’s level. In the second cate-
gory, the approach used in fair queueing for wireline net-
works is adapted to multi-hop ad hoc networks, taking into
account the salient characteristics of such networks such as
location-dependent contention, distributed coordination and
possible spatial reuse [5–8, 11]. In these schemes, the con-
tention among nodes is necessarily abstracted into a flow

1Backoff timer is chosen from a uniform distribution that is bounded
between 0 and the current contention window.
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Figure 1. A simple network: node graph and
flow contention graph

contention graph. Figure 1 shows an example of how this
is done. Any two flows with adjacent vertices in the flow
contention graph should not be scheduled to transmit at the
same time. Each node decides its backoff time from the ser-
vice tag (or start tag, depending on which fair queueing dis-
cipline for wireline networks is used for approximation) of
their own flows and other flows in their local neighborhood
or the whole network. Usually, the flow with the earliest
service tag (or start tag) needs to back off for the minimum
time so that its head-of-line (HOL) packet may be transmit-
ted first.

The approaches in the second category are appealing be-
cause some service assurance may be provided for ad hoc
networks if they can approximate the fair queueing algo-
rithms used in wireline networks. In this paper, we address
two problems associated with these schemes. The first is
the coordination problem that results from the multi-hop
characteristic of ad hoc networks. The difficulty of multi-
hop coordination can make these backoff-based distributed
fair queueing schemes less effective, which we discuss in
Section 2. The second problem is that the flow contention
graph is not sufficient to model the contention among nodes.
By investigating how two competing flows share the avail-
able channel bandwidth with different underlying network
topologies but with the same contention graph, we show that
various degrees of fairness problems can take place. In Sec-
tion 3, we describe a measurement-based fair scheme [1] in
the first category. The scheme is simple and does not in-
volve the overhead of explicit information exchange. Sec-
tion 4 presents the simulation settings for two competing
flows, in which we show that more than 10 different net-
work topologies can have the same flow contention graph
even though there are only two flows in these networks.
Section 5 presents the results for TCP traffic, UDP traf-

fic as well as a mix of TCP and UDP traffic in these net-
works. It is shown that the fairness problem does exist in
the IEEE 802.11 MAC protocol and TCP-based flows suf-
fer more, because the acknowledgment traffic from TCP can
have negative effects on both fairness and throughput. It
is also shown that, despite its simplicity, the measurement-
based fair scheme achieves fairness at the price of too much
degradation in throughput, especially for TCP-based flows.
Supported by these results, Section 6 proposes that more
explicit information exchange among contending nodes is
mandatory and concludes this paper.

2 Multi-Hop Coordination

Most existing distributed fair queueing algorithms pro-
posed in the literature for ad hoc networks modify the back-
off scheme such that the sender of a flow with the mini-
mum service tag (or start tag) within a contention region
can transmit RTS almost the first by backing off for the min-
imum amount of time. Here the contention region includes
all the flows that may collide with the interested flow. How-
ever, in the case of multi-hop networks, the node with the
minimum backoff time cannot guarantee that its request for
transmission with an RTS packet can succeed due to hidden
terminals. This can happen when the difference between
nodes’ backoff time (measured in time slots for ease of dis-
cussion) is not large enough. In that case, another sender
of a flow with the second-to-minimum service tag may also
transmit an RTS, which leads to collisions.2 This can be
best illustrated by the network depicted in Figure 1. Here
we consider only two flows,AB andCE. Suppose that
nodeA has the minimum service tag and nodeC has the
second-to-minimum service tag, such that the difference in
backoff slots ofA andC is b. Suppose that both RTS and
CTS lastn slots and ignore the propagation delay. Ifb is
between 1 andn − 1 (which is in factrts − 1), thenC ’s
RTS will collide withA’s RTS atB. In this case, the dif-
ference between the two flows is not large enough for the
one with the earlier service tag to access the channel suc-
cessfully. Even worse, a node with the second-to-minimum
service tag may even win its access to the channel over a
node with the minimum service tag. For example, consider
two flowsAB andCD shown in Figure 1. If flowAB has
the minimum service tag for its HOL packet and the back-
off difference between the two flows is less thann− 1, then
before CTS from nodeB arrives atC, C can send an RTS
packet, which makesD reply with CTS andB backoff and
thenC can transmit its HOL packet successfully toD, even
though it does not have the minimum service tag. All nodes
implement the protocol faithfully but fail to achieve the de-

2The node transmits because each node maintains only flow contention
information and does not necessarily know the underlying network topol-
ogy.



sired goal. In fact, this is referred to aspriority reversal
problem by Yang and Vaidya [13] though it is discussed in
a different context.

Another not so severe case is that sometimes the flow
with the second-to-minimum service tag may be penalized
in some cases due to the flow with the minimum service
tag. For example, consider flowsAB andDC in Figure 1.
Suppose that flowAB has the minimum service tag andDC
has the second-to-minimum service tag. If the differenceb
is larger thanrts+1 and less thanrts+cts+data+ack+
1, which is a large number, it is impossible for nodeD to
initiate a successful handshake before nodesA andB finish
theirs. Hence for any node likeD, its transmission is almost
doomed to failure even though it has backed off for such a
long time. In addition, if the flowAB cannot finish sending
its HOL packet in due time and the differenceb between
flow AB and flowDC drops belowrts + cts − 1, then
repeating collisions may occur if precautions are not taken.

It is evident from the above discussion that the re-
quired coordination among multi-hop nodes makes a back-
off scheme derived from rankings of service tags less ef-
fective than what is expected, especially when only a flow
contention graph is maintained and used in each node.

3 Measurement-based Fair Scheme

In this section, we describe the measurement-based fair
scheme [12], which we then compare with the IEEE 802.11
MAC protocol using simulations. The rationale behind the
scheme is surprisingly simple. Whenever a node sends or
receives a packet, it updates its own estimation of its share
(Wei) or other nodes’ share (Weo) of the channel depending
on the purpose of the packet. To avoid any explicit informa-
tion exchange among these nodes, each node just treats all
the nodes around itself as a single entity which competes
against itself. For example, if a node sends an RTS packet,
it will updateWei because the RTS packet serves to reserve
the channel for itself. If the node receives an RTS packet to
itself, it will updateWeo because the RTS packet serves for
other nodes. Details on the updating ofWei andWeo can
be found in [12] and are not repeated here. Then the ratio
betweenWei andWeo, which is denoted byFIe, serves as a
fairness index to show whether a node is leading or lagging
in channel access. IfFIe for a node is larger than a pre-
defined constantC (C > 1), which implies that the node
has obtained more than its fair share, then the node doubles
its contention window (CW ) from which backoff timer is
derived. If FIe lies between1/C andC, then the node
just holds on to its currentCW as it estimates that both its
neighbors and itself have obtained roughly equal fair share.
If FIe is smaller than1/C, then the node cuts itsCW to a
half to contend more vigorously for the channel. It should
be noted thatCW is bounded by the minimum and max-

imum values stipulated in the IEEE 802.11 standard. The
measurement-based fair scheme is shown to be quite effec-
tive in the configurations investigated in [12] by sacrificing
some throughput for better fairness.

However, this scheme may encounter the problem of se-
vere throughput degradation in some cases, e.g., when two
neighboring nodes are engaged in TCP-based connections.
This can be explained as follows. In the measurement-based
scheme, a node at the one end of a TCP connection continu-
ously estimates its share and other node’s share of the chan-
nel including the node on the other side of the connection.
When this node sends one or a few data packets, it estimates
that its use of the channel has exceeded its fair share and
will increase its contention window accordingly. The other
node behaves similarly. In this way, both nodes may have
contention windows that are larger than necessary and the
throughput is degraded due to the increased time wasted in
waiting. The degradation in throughput can also happen in
UDP-based flows in which two nodes take turns in channel
access according to their own measurements. However, this
phenomenon can be more conspicuous in TCP-based con-
nections, because flow control and congestion avoidance in
TCP may also be activated and can further slow down the
channel access activities.

4 Two Competing Flows

We are interested in how the channel bandwidth is di-
vided among two competing flows under different spatial
contention characteristics and traffic patterns (either TCP or
UDP). We do not consider two competing flows that origi-
nate from the same node because a node can perfectly avoid
sending packets of the two flows at the same time. Further-
more, this is a local (or inner-node) scheduling problem that
can be handled by the node itself. All the possible configu-
rations are shown in Figures 2 and 3, in which a dashed line
means that two nodes can hear each other’s transmissions
and an arrow indicates an active flow between two nodes.
Nodes without any line in-between are hidden from each
other. It is surprising to observe that there are so many vari-
ations even for such a simple case. We need to investigate
how the different underlying network topologies can lead to
various degrees of fairness problem via simulations which
are presented in next section.

5 Simulation Results and Discussions

Simulations with the network configurations shown in
Figures 2 and 3 were conducted with GloMoSim 2.0 [14].
The raw channel bandwidth is 2Mbps and the undering
MAC protocol is IEEE 802.11 with direct sequence spread
spectrum (DSSS) physical layer parameters. Table 1 shows
the detailed parameters used throughout the simulations.
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Figure 3. Networks with 4 nodes

RTS CTS data ACK DIFS SIFS
20-byte 14-byte 1460-byte 14-byte 50µs 10µs

contention window slot time sync. time prop. delay
31–1023 20µs 192µs 1µs

Table 1. IEEE 802.11 protocol configuration
parameters

Section 5.1 presents simulations with the existing IEEE
802.11 MAC protocol under different traffic patterns, while
Section 5.2 presents simulations with the measurement-
based fair scheme and comparison of these two schemes.

5.1 The existing IEEE 802.11 MAC protocol

The simulations with the existing IEEE 802.11 MAC
protocol include three sets. The first set shows the results
for two competing TCP flows. We use the FTP/Generic ap-
plication provided in GloMoSim, in which a client simply
sends data packets to a server without the server sending

any control information back to the client other than the ac-
knowledgment packets required by TCP. Whenever a packet
is indicated success of delivery by the transport layer (TCP),
the client sends the next data packet. The second set shows
the results for two competing UDP flows. We use the CBR
application in which a client keeps sending data packets to
a server at a constant bit rate, such that the sending queue is
always non-empty. UDP is the underlying transport layer,
thus no acknowledgment packets are sent back to the client.
The third set shows the results for one FTP flow competing
against one UDP flow, i.e., the FTP/Generic application vs.
the CBR application. Except for the difference in the un-
derlying transport layer, both flows generate packets of the
same size and they are always backlogged.

We ran each configuration five times with different seed
numbers and with a duration of 30 seconds, because we
were interested in medium-term fairness in contrast to
short-term or long-term fairness.3 If the standard deviation
of throughput is within 10% of the mean throughput, we
show mean values only. Otherwise, we show both the mean
and the standard deviation of throughput. In these cases,
nodes take turns to monopolize the channel for a medium
period of time, which we will discuss later.

The results for the three sets are shown in Tables 2–4.
Due to space limitation, we omit insignificant results for
some configurations. In Tables 2 and 3, the configurations
with results that are worth noting are shown in bold face.
If the two competing flows in these configurations are sym-
metric, they are also shown with asterisks.

From the results shown in Table 2, we have the following
interesting observations for the two flows that use TCP as
the underlying transport layer:

• The flow contention graph that has been used exten-
sively in the past [5–8] is not enough to capture the
characteristics of contending flows; we can observe
radically different results even though all these two
competing flows are the same in the flow contention
graph.

• Even for two flows competing in a symmetric way,
such as configuration 4-3, the channel bandwidth is not
always divided evenly among these two flows. This
is the medium-term fairness problem; otherwise, the
BEB scheme used in IEEE 802.11 will still be able to
achieve fairness in the long run due to the symmetry of
the two competing flows.

To illustrate the medium-term problem, we show a
snapshot of one simulation run of configuration 4-3 in
Figure 4. In this figure, the packet delivery times at
MAC layer are recorded and shown. It is clear that the

3The simulation time is chosen elaborately to expose the medium-term
fairness problem.



Table 2. Throughput comparison for TCP flows
Conf # Flow 1 Flow 1 (kbps) Flow 2 Flow 2 (kbps) Aggregate (kbps)
3-1 0→ 1 474 2→ 1 468 942
3-4 0→ 1 353 1→ 2 547 899

4-1 0→ 1 0 2→ 3 918 926
4-2* 1→ 0 515±305 2→ 3 419±303 934
4-3* 0→ 1 500±407 3→ 2 406±424 906
4-4 0→ 1 470±78 2→ 3 415±70 884
4-5* 0→ 1 498±67 3→ 2 372±68 870
4-6 0→ 1 475 2→ 3 471 946
4-7 0→ 1 924 2→ 3 0 928
4-8 0→ 1 926 3→ 2 0 928
4-9 0→ 1 427 2→ 3 449 876
4-10* 0→ 1 371 3→ 2 529 901

Table 3. Throughput comparison for CBR flows
Conf # Flow 1 Flow 1 (kbps) Flow 2 Flow 2 (kbps) Aggregate (kbps)
3-1 0→ 1 806 2→ 1 797 1600
3-3* 0→ 1 761±91 2→ 1 782±90 1540
3-4 0→ 1 769 1→ 2 839 1610

4-1 0→ 1 83.4 2→ 3 1500 1580
4-2 1→ 0 820 2→ 3 814 1630
4-3 0→ 1 688 3→ 2 709 1400
4-5 0→ 1 725 3→ 2 814 1540
4-7 0→ 1 783 2→ 3 824 1600
4-8 0→ 1 1550 3→ 2 28.2 1580
4-9* 0→ 1 734±98 2→ 3 809±94 1540
4-10 0→ 1 781 3→ 2 826 1610

Table 4. Throughput comparison for competing FTP and CBR flows
Conf # Flow 1 Flow 1 (kbps) Flow 2 Flow 2 (kbps) Aggregate (kbps)
2-1 0→ 1 (FTP) 0 1→ 0 (CBR) 1570 1570

3-1 0→ 1 (FTP) 355 2→ 1 (CBR) 1000 1360
3-2a 0→ 1 (FTP) 0 1→ 2 (CBR) 1570 1570
3-2b 0→ 1 (CBR) 991 1→ 2 (FTP) 362 1360
3-3 0→ 1 (FTP) 268±58 2→ 1 (CBR) 1110±120 1370
3-4a 0→ 1 (FTP) 0 1→ 0 (CBR) 1570 1570
3-4b 0→ 1 (CBR) 883 1→ 2 (FTP) 427 1250

4-1a 0→ 1 (FTP) 0 2→ 3 (CBR) 1570 1570
4-1b 0→ 1 (CBR) 102±28 2→ 3 (FTP) 865 967
4-2 1→ 0 (FTP) 0 2→ 3 (CBR) 1570 1570
4-3 0→ 1 (FTP) 455±93 3→ 2 (CBR) 815±133 1270
4-5 0→ 1 (FTP) 297±65 3→ 2 (CBR) 1330 1370
4-7b 0→ 1 (CBR) 1570 2→ 3 (FTP) 0 1570
4-8a 0→ 1 (FTP) 906 3→ 2 (CBR) 412 948
4-8b 0→ 1 (CBR) 1570 1→ 2 (FTP) 0 1570
4-9 0→ 1 (FTP) 311±50 2→ 3 (CBR) 1050±110 1360
4-10b 0→ 1 (CBR) 834±94 3→ 2 (TCP) 419±55 1250



2 3 4 5 6 7 8 9 10 11
0

1

2

3

Simulation time (s)

N
od

e 
ID

Packet delivery time comparison

Figure 4. A snapshot of two competing TCP
flows in conf. 4-3

TCP flow between nodes 0 and 1 may monopolize the
channel for a very long time. In other simulation runs,
it is also possible for the TCP flow between nodes 2
and 3 to monopolize the channel for a very long time.

• In some configurations, such as configurations 4-1, 4-
7 and 4-8, the fairness problem is so severe that some
TCP connections are in effect prevented from achiev-
ing any significant goodput. It should be noted that
zero throughput does not mean that TCP connection is
not set up. Instead, it is because of the extremely low
throughput (on the order of a few kilobytes per second)
for these flows that the statistics are not shown in these
tables.

For UDP traffic, the fairness problem is not as severe
as for TCP traffic. Serious fairness problems occur in only
two configurations (configurations 4-1 and 4-8). There are
two configurations (configurations 3-3 and 4-9) in which the
fairness problem occurs but is not so severe. Some nodes
have almost exclusive access to the shared channel for a
certain amount of time that is not as long as in the case of
TCP traffic. For example, a snapshot of one simulation run
of configuration 4-9 is shown in Figure 5. it is clear that the
flow from node 0 to 1 may experience very low throughput
for several seconds.

When one FTP flow is competing against one CBR flow,
as we can expect, the CBR flow achieves much higher
throughput than the FTP flow in almost all the cases, except
in configurations 4-1b and 4-8a, as shown in Table 4. This is
because, the acknowledgment packets from the FTP server
also have to fight their way back to the client in most cases
and hence FTP throughput is greatly reduced. Exceptions
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Figure 5. A snapshot of two competing UDP
flows in conf. 4-9

to that behavior appear in configurations 4-1b and 4-8a, and
may be briefly explained as follows. In configuration 4-1b,
once node 2 sends a data packet successfully to node 3, node
3 initiates an RTS/CTS handshake for the acknowledgment
packet. Because node 1 has already deferred its transmis-
sion for the previous successful handshake between nodes
2 and 3, it is very likely that node 0 is still in the backoff
stage. Hence, node 2 receives the RTS from node 3 before
node 1 receives node 0’s RTS, even if node 0 starts send-
ing its RTS during that time. Then, node 2 replies with a
CTS, which is received successfully by node 3, while the
same CTS may either collide with node 0’s transmission at
node 1 or be received by node 1. Whatever happens, the
CTS from node 2 forces node 1 to defer its access again. In
this way, the flow between nodes 2 and 3 is interrupted only
sparsely by the flow from node 0 to node 1 and hence it can
achieve much higher throughput than the other flow. The
same line of reasoning explains the case for configuration
4-8.

It can also be observed that, in quite a few configurations,
the TCP flow is prohibited from being set up or achieving
any goodput. In such configurations, we have also exper-
imented with some cases in which the start of CBR traffic
is delayed purposely for some time after the start of FTP
traffic. We find that the CBR traffic monopolizes the chan-
nel sooner or later and then TCP flow fails to achieve any
goodput. It is clear that TCP traffic is at a significant dis-
advantage when competing against UDP traffic due to the
acknowledgment packets required by TCP.

We also find that, the aggregate throughput of two com-
peting flows is within 10% difference (e.g., configuration 4-
5 vs. configuration 4-6) in Table 2 and 15% (e.g., configura-



Table 5. Throughput comparison for the IEEE 802.11 and the measurement-based fair scheme (MFS)
– two CBR flows

Conf # Scheme Flow # Throughput (kbps) Flow # Throughput (kbps) Aggregate (kbps)
3-3 802.11 0→ 1 761±91 2→ 1 782±90 1540

+MFS 0→ 1 473 2→ 1 471 944
4-1 802.11 0→ 1 83.4 2→ 3 1500 1580

+MFS 0→ 1 1010 2→ 3 512 1520
4-8 802.11 0→ 1 1550 3→ 2 28.2 1580

+MFS 0→ 1 513 3→ 2 1000 1520
4-9 802.11 0→ 1 734±98 2→ 3 809±94 1540

+MFS 0→ 1 473 2→ 3 472 945

tion 4-3 vs. configuration 4-10) in Table 3 when traffic pat-
terns are homogeneous despite the different configurations.
This shows that aggregate throughput alone does not reveal
the fairness problem easily. However, when traffic patterns
are heterogeneous, the fairness problem is more prominent
and has negative effects on the aggregate throughput, as
shown in Table 4, where the difference may be more than
50% (e.g., configuration 4-8a vs. configuration 4-2).

5.2 The measurement-based fair scheme

As is already discussed in Section 3, the fairness problem
is alleviated in the measurement-based fair scheme (MFS)
by nodes’ voluntary yielding of their access to the shared
channel if they estimate that their use of the channel exceeds
their deserved fair share. However, the throughput may de-
grade significantly due to the lack of explicit contention in-
formation exchanged among nodes, and hence nodes may
end up backing off too long. The simulation results with the
MFS are shown in Tables 5 and 6 and are compared against
those with IEEE 802.11. For the sake of brevity, only the
results for the configurations in which IEEE 802.11 MAC
protocol exhibits the fairness problem are shown. It is clear
that the MFS achieves far better fairness in almost all con-
figurations shown here, but it sacrifices too much through-
put. Hence despite its simplity, the MFS still calls for fur-
ther improvement. In fact, it should make use of explicit in-
formation exchanged among nodes so that nodes can access
and yield the channel more effectively and avoid unneces-
sary long waiting time.

6 Conclusion

In this paper, we have investigated the fairness problem
in multi-hop ad hoc networks. We first pinpoint that the re-
quired multi-hop coordination can make less effective those
distributed fair queueing schemes that depend on differen-
tiated backoff to prioritize the access of a flow with the

minimum service tag. Then we show that the commonly
used flow contention graph is insufficient to model the con-
tention among nodes via extensive simulations of two com-
peting flows. Various degrees of the fairness problem can
take place due to the different underlying network topolo-
gies, despite the same flow contention graph. Our simu-
lation results also reveal that the reverse acknowledgment
traffic required by TCP flows has negative effects on both
throughput and fairness. On the one hand, TCP acknowl-
edgment traffic can aggravate the fairness problem in the
case of homogeneous traffic, because it may reinforce an
already leading flow in some cases such that the flow can
gain exclusive access to the shared channel for a long time.
On the other hand, a TCP flow is at a disadvantage in com-
peting against UDP flows, because TCP acknowledgment
traffic has to fight its way back to the source, and through-
put can be degraded in most cases due to the interference
from unregulated UDP flows. We also show that schemes in
which nodes voluntarily yield access to the shared channel
according to their own measurement or estimation can suf-
fer severe degradation in throughput despite their better fair-
ness properties. In conclusion, we argue that the exchange
of more explicit contention information among nodes and
the effective use of such information are mandatory to solve
the fairness problem conclusively, while maintaining rea-
sonable throughput.
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